X-ray imaging with submicrometer resolution employing transparent luminescent screens
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Microimaging techniques with synchrotron radiation demand fast, on-line x-ray detectors with a spatial resolution in the micrometer or submicrometer range. For this task an x-ray detector based on a transparent, i.e., nonscattering, luminescent screen has been developed. Its performance is described experimentally and theoretically. The detector consists of an Y$_3$Al$_5$O$_{12}$:Ce screen, microscope optics, and a low-noise CCD camera, operated at x-ray energies between 10 and 50 keV. Good image quality is achieved if the depth of focus of the optical system is matched to the x-ray absorption length or thickness of the scintillator. A spatial resolution of 0.8 μm fwhm (1000 line pairs/mm with 10% contrast) was measured by recording the interferogram of a boron fiber. First applications in phase contrast imaging and microtomography are shown. © 1998 Optical Society of America [S0740-3232(98)02507-1]
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1. INTRODUCTION

Third-generation synchrotron sources offer vast possibilities for different x-ray imaging techniques as a result of high brilliance and coherence of the source. These techniques, such as phase contrast imaging, holography, and microtomography, demand x-ray detectors with a high spatial resolution, preferentially in the micrometer or submicrometer range. Furthermore, since one of the most promising x-ray microimaging techniques is computed microtomography, the need to take several hundred images for a single tomogram calls for fast and on-line working detectors. X-ray energies are typically 5–20 keV for absorption radiography and up to 60 keV in phase contrast imaging.

Spatial resolution of 1 μm with high-energy x rays was achieved, until recently, almost exclusively with x-ray films, the disadvantage being a slow, off-line detector system and a small dynamic range. Even higher resolution, down to 40 nm, was achieved with photoresist for soft x rays (<600 eV) but with the same disadvantage of off-line image reconstruction. Electronic detectors, however, allow fast, on-line image acquisition. Charge-coupled devices (CCD’s) that are used in direct x-ray detection are limited to a resolution of approximately 6 μm by their pixel size. Detectors based on photocathodes with a thickness of 0.3 μm show very low x-ray absorption at energies between 10 and 60 keV (resolution < 1 μm). Detectors based on photoconductors and electron-beam readouts are potentially of interest because strongly absorbing photoconductors are available (e.g., PbO, CdTe). The thickness of their detection layers can be high while high resolution is preserved, since the signal charge is locally confined by the applied electric fields. A resolution of 500 line pairs/mm (lp/mm) was reported, but it is not a readily available technology.

X-ray magnification can be applied to lower the resolution requirements of the detector. Two-dimensional x-ray magnification (×20) was achieved for tomography by asymmetrical Bragg reflections from two Si crystals. A resolution of 1 μm was obtained in all three dimensions at 8 keV. Mirrors under grazing incidence or Fresnel zone plates have been used with micrometer and submicrometer resolution.

Luminescent screens in conjunction with electronic detectors offer on-line operation and a resolution that is principally limited by diffraction of (visible) light to approximately 0.3 μm. In terms of resolution, the crucial element is the luminescent screen. We demonstrate the feasibility of optically transparent, i.e., nonscattering, luminescent screens (scintillators) and their superiority in terms of spatial resolution versus detection efficiency, in particular compared with luminescent screens based on powder phosphors. Screens based on powder phosphors are commercially available down to a grain size of approximately 1 μm. Their resolution in terms of full width at half-maximum (fwhm) of the line spread function (LSF) is approximately equal to their thickness. Homogeneous screens of 2–3-μm thickness and similar resolution can be deposited. A high-resolution detector based on a thin powder screen is described in Ref. 9. Smaller grain sizes have been manufactured, but in general with a loss in x-ray-to-light conversion efficiency. The density of these powder screens is approximately half of that of the corresponding solid material, resulting in reduced absorption. Absorption of x rays with energies between 5 and 60 keV is generally low for the screen thickness, i.e., resolution, required. To overcome the resolution–thickness limitations, i.e., the proportionality between resolution and thickness, structured screens have been developed. They provide, to some extent, light guiding within the screen perpendicular to its surface.
This can be achieved, e.g., by columnar growth of CsI:Tl (Ref. 11) or by some hollow masks filled with luminescent material. Based on the latter technology, a detector for microtomography at the National Synchrotron Light Source, Brookhaven National Laboratory, Upton, New York, has a resolution of 1 μm.12,13 But this technology is not readily available, which led us to an approach based on optically transparent luminescent screens, also known as scintillators.

Detection systems employing transparent luminescent screens and lens optics differ from previously discussed systems in the following respect: the lens is focused into the transparent luminescent screen. The resolution therefore depends not on the thickness of the screen but additionally on the depth of focus (or defect of focus) and the spherical aberration of the optics. Parallax between the incident x-ray beam and the optical axis may reduce resolution further. Scintillators have been used before for high-resolution imaging, but far above the diffraction limit and without considering the wave-front aberrations arising from defect of focus.14,15 The ultimate limits of resolution are dictated by the diffraction limit of light—at least for imaging in the far field—and by the absorption processes of the x rays themselves. An x-ray photon deposits its energy in a finite volume through a process of electron propagation and fluorescent photon propagation. As shown in Subsection 2.A, this is not limiting the resolution in our case. The difficulties in producing small-grain-sized phosphors or small structured screens are replaced by the need to obtain thin layers of scintillators with a high atomic number (high Z) and optical quality surfaces. We present here a description of the image formation process and the physical limitations of the described detector setup for x-ray imaging. Its application can be easily extended to direct electron detection, e.g., in electron microscopy.

2. X-RAY IMAGING WITH TRANSPARENT LUMINESCENT SCREENS

To achieve high-resolution x-ray imaging, transparent luminescent screens (scintillators) are combined with diffraction-limited microscope objectives to magnify the x-ray image onto a CCD camera. The imaging system is depicted in Fig. 1(a). A low-divergence x-ray beam is partially absorbed by the luminescent screen and generates a visible-light image. The light image (object plane of the optical system) is relayed to the CCD (image plane). In our experiments the x-ray beam can be considered to be parallel, and it impinges perpendicularly onto the scintillator. Its divergence can also be neglected compared with the thickness and the resolution of the optical system. Therefore the light intensity distributions across arbitrary planes in the scintillator can be regarded as identical, apart from amplitude changes that are due to the attenuation of the x-ray beam. The influence of x-ray absorption processes on the imaging properties is neglected (see Subsection 2.A). These intensity distributions are imaged and summed up at the CCD. The CCD will be focused onto a specific object plane within the scintillator. The planes before and behind will be out of focus at the CCD but will nevertheless sum up to the total signal distribution. The image resolution is therefore determined by the amount of defect of focus of the image distributions before and behind the focal plane and, further, by diffraction and by spherical aberrations arising from the thickness of the scintillator and the substrate. Parallax by misalignment, i.e., an angle between x rays and optical axis, may also degrade the image quality.

The following parameters affect the spatial resolution $R$: the defect of focus $δz$ (with respect to $z_0$), the numerical aperture $NA = n \sin α$ of the optical relay system [Fig. 1(a)], the vacuum wavelength of light $λ$, and the substrate thickness $t$. The relations are given as

Defect of focus (Ref. 16, p. 101):

$$R \sim δzNA,$$  \hspace{1cm} (1a)

Diffraction (Ref. 17, p. 419):

$$R \sim \frac{λ}{NA},$$  \hspace{1cm} (1b)

Spherical aberration (Appendix A):

$$R \sim t(NA)^3 \quad (if \; t \gg δz).$$  \hspace{1cm} (1c)

Hopkins16 derived relation (1a) for a definite defect of focus. Relation (1a) is also valid in our case, i.e., the superposition of images with a different defect of focus. These relations will be analyzed in detail in Subsections 2.B and 2.C. First, the limitations on spatial resolution by the x-ray absorption process will be considered.
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A. Absorbed-Dose Distribution in the Scintillator

The spatial resolution of imaging detectors may be limited by the spatial distribution of the deposited x-ray energy imparted from ionizing radiation. The limits arise since secondary processes, e.g., characteristic x rays and secondary electrons, may deposit energy far from the primary photon interaction site. The Integrated Tiger Series code for Monte Carlo simulation of photon and electron transport in matter was used to derive radial absorbed-dose distributions around a pencil beam of x rays impinging orthogonally onto a flat surface of a 100-μm-thick YAG:Ce scintillator on a 100-μm-thick undoped YAG substrate.

B. Spatial Resolution Depending on Defect of Focus and Diffraction

The frequency response of an imaging system [optical transfer function (OTF)] suffering from defect of focus and diffraction has been derived by Hopkins under the assumption of a circular aperture. We apply his formula to compute the resolution of our optical system.

As explained above, the image is found by superposing the intensity distributions originated in the different object planes. The LSF and its Fourier transform, the OTF of the system, are the sum of the individual response functions. Since the pupil function of the lens is symmetrical, the OTF is equal to its modulus, the MTF. The PSF is related to the LSF by an Abel transform.21 The MTF of the imaging system can therefore be written as

\[
MTF(f) = \left| OTF(f) \right| = \left| \int_{z_0}^{z_{\text{max}}} OTF(f, \delta z) \exp(-\mu(\delta z + z_0)) d\delta z \right|,
\]

where \(f\) denotes the spatial frequency in the object plane, \(z\) is the thickness of the scintillator, \(z_0\) refers to the plane (the distance from the surface) where the optical system is focused at, and \(\delta z\) (with respect to \(z_0\)) is the defect of focus. The exponential term accounts for the absorption of x rays; \(\mu\) is the absorption coefficient.

The MTF and the LSF have been calculated for different NA’s and thicknesses \(z\) of the scintillator (examples are given in Subsection 4.B). The LSF curves significantly change their shape at large defect of focus and thickness \(z\), i.e., pronounced tails appear. Therefore the fwhm is no longer an unambiguous criterion for the image quality. Instead, the spatial resolution \(R\) will now be expressed in terms of a full width, which covers 90% of the integrated LSF (fw90%int).

Figure 3 shows numerical simulations of Eq. (2) for \(n = 1.95, \lambda = 550\) nm, and \(z_0 = z/2 = \delta z_{\text{max}}\). X-ray attenuation in the scintillator was not considered, i.e.,

![Figure 2. Monte Carlo simulations of radial absorbed-dose distributions at x-ray energies of 14, 30, and 100 keV in a 5-μm-thick YAG:Ce scintillator on a 100-μm-thick undoped YAG substrate.](image)
\[ R = \left( \frac{p}{\text{NA}} \right)^2 + (qz\text{NA})^2 \right)^{1/2}, \]  
where \( R \) and \( z \) are in micrometers. The coefficients \( p \) and \( q \) are given for the cases of 90\% and 50\% integrated LSF. The first term in Eq. (3a) is due to diffraction, and the second term is due to defect of focus. For a required resolution \( R \), a specific curve \( R(z/2) \) exists that has its minimum at \( R \), with parameters \( \text{NA}_{\text{opt}} \) and \( z_{\text{opt}} \). These parameters characterize the best optical design, i.e., lowest NA and highest \( z \) for a certain resolution \( R \):

\[ z_{\text{opt}} = \frac{1}{2pq} R^2, \quad \text{NA}_{\text{opt}} = \sqrt{2p} \frac{1}{R}. \]  
The optical setup that so far gave the highest resolution (Table 1) employed an YAG:Ce screen with thickness \( z = 5 \mu m \) and NA = 0.55. From Fig. 3 an improvement in resolution of a factor of 2 is expected for a system with \( z = 1 \mu m \) and NA = 1.

Other definitions of resolution are often used: (1) the fwhm of the LSF and (2) the resolution of a microscope. The optical setup that so far gave the highest resolution (Table 1) employed an YAG:Ce screen with thickness \( z = 5 \mu m \) and NA = 0.55. From Fig. 3 an improvement in resolution of a factor of 2 is expected for a system with \( z = 1 \mu m \) and NA = 1.

\begin{table}[h]
\centering
\caption{Detector Characteristics}
\begin{tabular}{|l|l|}
\hline
X-ray entrance & Light-tight, aluminized polyester foil \\
window & Foil thickness: \( 2 \mu m \times 12 \mu m \) \\
& Supplier: Compagnie Franco Suisse, Illfurth, France \\
Scintillator & 5-\( \mu m \)-thick YAG:Ce (\( \text{Y}_3\text{Al}_5\text{O}_{12} :\text{Ce} \)) (refractive index \\
& \( n = 1.95 \), central wavelength \( \lambda = 550 \text{ nm} \), energy \\
& conversion efficiency of luminescence \( \eta_{\text{LC}} = 0.07 \), \\
& density of scintillator \( \rho_{\text{scint}} = 4.55 \text{ g/cm}^3 \) on a \\
& 170-\( \mu m \)-thick substrate of undoped YAG \\
& Supplier: Crismatec, Nemours, France \\
& Proposed scintillator: LSO:Ce (\( \text{Lu}_2\text{SiO}_5 :\text{Ce} \)) \\
& \( (n = 1.82, \lambda = 420 \text{ nm}, \eta_{\text{LC}} = 0.06, \rho_{\text{scint}} = 7.4 \text{ g/cm}^3) \) \\
Optics & Objective LWD CD plan, magnification \( \times 40 \), numerical \\
& aperture NA = 0.55 \\
& Photo eyepiece: NFK 2.5, magnification 2.5 \\
& Supplier: Olympus-Europe, Hamburg, Germany \\
CCD camera & Photometrics CH250 \\
& 14-bit dynamic range, Peltier/water cooled, 1024\(^2 \) pixels, \\
& \( (24 \mu m)^2 \) pixel size, readout time 5 s \\
& Quantum efficiency \( \eta_{\text{LC}} \approx 0.3 \) at 550 nm \\
& Manufacturer: Photometrics, Tucson, Ariz. \\
Sensitive area & \( \approx (0.3 \text{ mm})^2 \) with pixel size \( (0.3 \mu m)^2 \) referred to input \\
Spatial resolution & Calculated from data with boron fiber (Subsection 4.B): modulation transfer function: 280 lp/mm at 50\%; \\
& which corresponds to line spread function (LSF): 0.8 \( \mu m \) fwhm \\
& Directly measured with slit and corrected for slit width (Subsection 4.A): LSF: 1.1 \( \mu m \) fwhm \\
Detective quantum efficiency (DQE) & \( \approx 3\% \) calculated, limited by absorption of x rays in the \\
& scintillator \\
\hline
\end{tabular}
\end{table}
(first zero of the Bessel function, or Airy disk). If the optical system is diffraction limited, these definitions are related to each other by

$$R_{fw90\%int} = 2.6R_{\text{FWHM,LSF}} = 2.1R_{\text{microscope}}. \quad (5)$$

Resolution is approximately limited to $$R = R_{fw90\%int} = 0.5 \mu m$$ (or $$R_{\text{FWHM,LSF}} = 0.2 \mu m$$) for $$\lambda = 550 \text{ nm, } n = 1.95,$$ and NA $$\sim 1.4$$. A NA of 1.4 is achieved with objectives using immersion liquids. Using scintillators that emit light at a shorter wavelength would also improve resolution.

C. Spatial Resolution Depending on Spherical Aberrations

The foregoing considerations assume an optical system that is corrected for spherical aberrations arising from the thickness of the scintillator or from the substrate. However, the manual compensation for thick glass substrates provided by some commercial microscope objectives usually do not correct for the high refractive index (n ≈ 2) of the scintillators of interest used here (YAG, n = 1.95). Instead, they correct for ordinary glass (n’ = 1.5).

Born and Wolf (Ref. 17, p. 472) derived a tolerance condition for spherical aberrations that implies that the maximum deviation of the wave front be less than 0.94 of a wavelength. If the Seidel coefficient for a plane-parallel plate is introduced (see Appendix A), this tolerance condition is given by

$$1 = \frac{1}{2} (\text{NA})^4 t \frac{n^2 - 1}{2n^3} < 0.94 \lambda. \quad (6)$$

The maximum thickness $$t$$ of a plate (here the thickness of the scintillator and its substrate) that satisfies relation (6) is calculated for different optical systems: (1) without any correction for spherical aberrations [relation (7a) below]; (2) with correction for a certain plate thickness but at a refractive index n’ different from that of the scintillator [relation (7b)]; and (3) if the microscope objective allows a spherical aberration correction, then the deviation from the required refractive index can be compensated by a slightly different choice of thickness $$t'$$ [Eq. (7c)]. For the calculations, $$n = 1.95, n’ = 1.5,$$ and $$\lambda = 550 \text{ nm}$$ were used:

$$t_a < 0.94 \lambda \frac{2}{(\text{NA})^4} \frac{2n^3}{n^2 - 1},$$

$$t_a < 60 \mu m \ (\text{NA} = 0.55), \ t_a < 6 \mu m \ (\text{NA} = 1), \quad (7a)$$

$$t_b < 0.94 \lambda \frac{2}{(\text{NA})^4} \left( \frac{2n^3}{n^2 - 1} - \frac{2(n')^3}{n'^2 - 1} \right),$$

$$t_b < 3 \text{ mm} \ (\text{NA} = 0.55), \ t_b < 300 \mu m \ (\text{NA} = 1), \quad (7b)$$

$$t' = \frac{n^2 - 1}{n^3} \frac{n'}{n'^2 - 1} t,$$

$$t' = 1.02 t. \quad (7c)$$

Hence, for the realized system (specifications given in Table 1), correction for spherical aberration is required [relation (7a)]. The commercial microscope objective provides a correction at $$n = 1.5$$, which is sufficient for $$t = 170 \mu m$$ [relation (7b)]. A system with NA = 1 requires a more careful correction [relation (7b)].

D. Detective Quantum Efficiency

So far we have concentrated on the problem of spatial resolution and its characterization. It was the primary goal to achieve the highest possible spatial resolution. Other characteristics have been compromised in favor of resolution. Here some guidelines are given to show to what extent an increase in spatial resolution of the detector degrades the signal-to-noise ratio (SNR). Three designs are considered (data in Table 2): (a) the existing detector, (b) a design with a 1-μm-thick YAG:Ce scintillator (NA = 1), and (c) a design like (b) but with a higher-Z scintillator. Design (b) is expected to improve the resolution by a factor of 2 (Subsection 2.B), and (c) would enhance the absorption with respect to (b).

Considering the detector response only at low spatial frequencies and in shot-noise-limited operation, we define detective quantum efficiency (DQE) as

$$\text{DQE} = \frac{\text{SNR}_{\text{out}}^2}{\text{SNR}_{\text{in}}^2} \approx \frac{\eta_{\text{abs}}(E) (1 + 1/n_{\text{el}}) \eta_{\text{col}}(E_x/E_v) \eta_{\text{col}}(Z)}{(\text{realized camera})^2} \frac{Z^4}{E_x^3} \rho_{\text{scint}}, \quad (8)$$

where SNR_in and SNR_out are the SNR’s at the input and the output of the detector, $$\eta_{\text{abs}}(E), Z, z$$ denotes the absorption efficiency for x rays by the luminescent screen, $$E_x$$ is the x-ray energy, $$Z$$ is the effective atomic number of the scintillator, $$z$$ is its thickness, $$\eta_{\text{col}}$$ is the energy conversion efficiency of x rays to visible light, $$E_v$$ is the photon energy of the visible-light photons, $$\eta_{\text{col}}(NA) \approx \frac{1}{4}(NA/n)^2$$ is the collection efficiency of light from a transparent luminescent screen collected by an optical system, $$\eta_{\text{el}}(\lambda)$$ is the quantum efficiency of the CCD, and

<table>
<thead>
<tr>
<th>Detector Design</th>
<th>Resolution (FWHM) \ ([μm])</th>
<th>X-Ray Energy \ (keV)</th>
<th>Absorption Efficiency</th>
<th>DQE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Existing</td>
<td>5-μm YAG:Ce</td>
<td>1.5</td>
<td>0.04</td>
<td>0.026</td>
</tr>
<tr>
<td>NA = 0.55</td>
<td>30</td>
<td>0.04</td>
<td>0.032</td>
<td></td>
</tr>
<tr>
<td>Design</td>
<td>1-μm YAG:Ce</td>
<td>0.8</td>
<td>0.008</td>
<td>0.0069</td>
</tr>
<tr>
<td>NA = 1</td>
<td>30</td>
<td>0.006</td>
<td>0.0056</td>
<td></td>
</tr>
<tr>
<td>1-μm LSO:Ce</td>
<td>0.8</td>
<td>14</td>
<td>0.08</td>
<td>0.066</td>
</tr>
<tr>
<td>NA = 1</td>
<td>30</td>
<td>0.01</td>
<td>0.0091</td>
<td></td>
</tr>
</tbody>
</table>
\( \rho_{\text{scint}} \) is the density of the scintillator. Hence DQE = \( \eta_{\text{abs}} \) in the case of sufficiently high conversion and collection efficiency.

For the three systems (a)–(c), the DQE is computed and given in Table 2. The expected spatial resolution according to Eq. (3a) is given for comparison. DQE is mainly determined by absorption in all three cases. It is noteworthy that a luminescent screen based on powder phosphors could have a thickness of only approximately 1–2 \( \mu \)m to achieve the same spatial resolution; i.e., absorption and DQE would be lower. The absorption of a powder phosphor screen is further reduced, approximately by a factor of 2, by the packing density of the powder grains. For applications considering a 1-\( \mu \)-thick scintillator, especially at high energies, a high \( Z \) and a dense scintillator such as cerium-doped lutetium oxyorthosilicate (LSO:Ce) are beneficial.

Conversion efficiency \( \eta_{\text{col}} \) slightly degrades DQE in the above examples (Table 2). If the conversion efficiency is larger than that given in condition (9) below, DQE is not degraded [cf. relation (8)]. A value for the conversion efficiency above this threshold does not improve DQE:

\[
\eta_{\text{col}} > \frac{1 + \frac{1}{\eta_{\text{col}}}}{B_x} = \begin{cases} 
\text{system (a)} & 4.0\% \text{ at } 14 \text{ keV} \\
\text{system (b)} & 0.9\% \text{ at } 14 \text{ keV}, \\
\text{system (c)} & 1.0\% \text{ at } 14 \text{ keV}
\end{cases}
\]

(9)

3. DETECTOR DESIGN AND CHARACTERISTICS

The setup is schematically shown in Fig. 1(b). A microscope objective magnifies the object plane by a factor of 40 at a finite distance (tube length 160 mm). The objective has a built-in correction for glass cover slips. A photo eyepiece corrects for the remaining field curvature and magnifies the object plane further. The components of the detector are listed in Table 1, together with their performance specifications.

4. MEASURING MICROMETER SPATIAL RESOLUTION

An important issue is to establish a precise technique to measure the spatial resolution of hard-x-ray detectors in the micrometer and submicrometer range. In visible and soft-x-ray optics, detectors are most often characterized by measuring the PSF or the LSF of the system. We describe two methods. The first is the measurement of the detector response to the x-ray exposure of a slit [Fig. 4(a)]. The second is a holography method to obtain the MTF directly [Fig. 4(b)]. Another appealing technique is to use the statistical properties of a uniform x-ray exposure. Pixel-to-pixel correlations yield the LSF. Here the small detector gain prevents us from using this technique.

A. Measuring the Line Spread Function

For a direct measurement of the LSF, we collimated the beam of a laboratory x-ray generator by two tungsten slits to 1.2 \( \mu \)m [Fig. 4(a)]. Despite the lower number of photons emitted by the x-ray generator compared with that from a synchrotron source, we could realize LSF measurement within exposure times of typically 100 s. These exposure times were achieved with the broadband emission of a tungsten anode tube operated at 40 kV. The slit had been oriented parallel to the rows of the CCD, so that on-chip binning of pixels of the CCD in one direction reduced exposure times without degrading the spatial resolution. Tests at an x-ray generator are an interesting complementary method to measurements at a synchrotron source. This is due to practical advantages such as faster access to the facility and faster modifications of measurement conditions. Alternative methods to measure the LSF or the PSF with synchrotron radiation and focusing optics are summarized in Ref. 26.

The second slit in Fig. 4(a) defines the cross section of the x-ray beam that probes the detector response. It has a width of 1.2 \( \mu \)m and a thickness of 1 mm and consists of two polished tungsten (W) blades. The blades are joined together but separated by a 1.2-\( \mu \)-m Al layer that was

\[ \text{collimated X-ray beam from a laboratory source} \]

\[ \text{1.2\,\mu m W-slit} \]

\[ \text{coherent X-ray beam from a synchrotron source} \]

\[ \text{calibrated fiber} \]

\[ \text{detector} \]

Fig. 4. Principle of the resolution measurement. (a) With an x-ray generator: to measure the line spread function (LSF) of the detector directly, the x-ray beam is collimated to 1.2 \( \mu \)m. The 1.2-\( \mu \)-m slit is positioned in contact with the scintillator of the camera. The measured detector response is corrected for the slit width (W-slit) to obtain the LSF. (b) With synchrotron radiation: a wideband interference pattern is created for the direct measurement of the modulation transfer function (MTF) of the detector system. The fringe pattern is produced by interference of the unscattered plane wave with the scattered wave of a calibrated fiber. The spatial-frequency spectrum of the recorded pattern is normalized to the theoretically calculated interferogram to obtain the MTF.

Fig. 5. Measurement of the detector response to x rays from a 1.2-\( \mu \)-m slit. The LSF is calculated by deconvolving the measured values by the slit widths.
evaporated onto one of these blades at its borders. The slit is in close contact with the scintillator to prevent broadening of the x-ray beam behind the slit from total reflections and diffraction.

Figure 5 shows the cross section through the detector response of the slit measurement. For this measurement a photo eyepiece with a slightly different magnification (×1.7) was used. The measured curve is deconvolved by the slit width, which results in 1.1 μm fwhm. The parameters of the optical system are NA = 0.55 and a 5-μm-thick YAG:Ce scintillator. Figure 3 shows that such a system operates close to the diffraction limit, with a resolution of 1.5 μm fwhm. Hence Eq. (5) can be applied; that is, a resolution of 0.6 μm fwhm is expected. Possible reasons for the deviation from theory are discussed in Section 6.

B. Measuring the Modulation Transfer Function

In principle, the MTF can be calculated analytically from the LSF or the PSF of the system if these functions are known exactly enough over a large spatial area. However, it is often more convenient and appropriate to measure the MTF of the detector directly. We measure the MTF of the detector system by analyzing the recording of an interference pattern. Such a pattern can be produced by taking holographic images of weakly scattering objects in the coherent beam of a third-generation synchrotron source.27 It produces a broadband diffraction pattern that gives direct rise to the frequency response of the optical system. This technique has two advantages over direct LSF/PSF measurements: (1) easier alignment that is due to a very large depth of field of the diffraction pattern and (2) holographic images with sufficient SNR at x-ray photon energies as high as 60 keV. The intensity distribution of a coherent x-ray beam after transmission through such weakly scattering objects can be described in the framework of Fresnel diffraction27 and is characterized by strong oscillations in intensity at boundaries and interfaces in the object. The coherence condition is satisfied by monochromatizing the beam and by the given geometrical setup at a European Synchrotron Radiation Facility (ESRF) beamline, i.e., a small source size (30-μm fwhm vertical source size) and a large source-to-sample distance (40 m). The spacing between two oscillations becomes smaller as the distance to the interface is made larger. The smallest fringe spacing is given by the source size and the demagnification factor, i.e., the ratio of the source-to-sample distance to the sample-to-detector distance. In our case the smallest fringes (and thus the highest spatial frequencies in the detector plane) are spaced approximately 0.1 μm apart. We used a 100-μm-thick boron (B) fiber with a 15-μm-diameter W core as a reference object. Figure 6 shows a cross section through the interferogram. To obtain the MTF of the detector, the measured frequency spectrum of the recorded holograms is normalized to the theoretical frequency spectrum in the detector plane.

Measurements were taken at 12 keV and at a distance of 22 cm between the B fiber and the detector. Figure 7 shows the results for the 5-μm-thick YAG crystal. The simulated curve was convolved with the pixel size given by the CCD to correct for the reduction of the MTF by sampling. The measured frequency response is 1000 lp/mm at 10%. The low-frequency drop indicates pronounced tails in the LSF. We assume that internal re-
reflections in the scintillator, which are eventually coupled out at inhomogeneities, are responsible for this. A further discussion is given in Section 6.

The LSF’s (Fig. 8) were obtained by Fourier-transforming the MTF curves. The LSF is shown for the actual existing system, the simulation of this system, and the already proposed optimized design from Subsection 2.D (NA = 1, 1-μm-thick scintillator). A LSF of 0.8 μm fwhm is calculated for the measured data, which is better than that for the slit measurement in Subsection 4.A. The simulated LSF provides 0.6 μm fwhm [or 1.5 μm fwh90%int (Fig. 3)]. The deviation of the experimental value from the calculated one is discussed in Section 6. The curve for an optical design (NA = 1, 1-μm-thick scintillator), which is optimized for highest resolution, is added to demonstrate the resolution limits of this imaging technology. In this case 0.3 μm fwhm of the LSF is achievable. On the other hand, this gain in resolution can be achieved only by a strongly reduced thickness of the scintillator. Hence resolution is balanced against absorption of x rays and DQE (see Subsection 2.D).

5. APPLICATIONS

The high-resolution camera as described above has been used for approximately one year at bending-magnet and undulator beamlines at the ESRF. Even after several hundred hours of exposure in x-ray beams with intensities of up to 10^{13} photons s^{-1} mm^{-2}, degradation that is due to radiation damage is not visible. The camera has been used in routine beamline commissioning applications as a beam-position monitor in order to measure the spot sizes of focusing x-ray optics, but mainly to obtain projection images and tomograms in absorption and phase contrast mode. Phase contrast imaging gives additional contrast at edges and interfaces in a sample as a result of the phase shift of a coherent x-ray beam inside the sample. This gives the opportunity to image low-absorption objects such as organic or low-Z materials with sufficient contrast at room temperature and under normal pressure conditions. Imaging of wet samples, which is an important issue in medical and biological applications, is also possible.

The experimental setup for phase contrast imaging is identical to the in-line holography setup for the direct MTF measurement shown in Fig. 4(b). The object-to-detector distance is 5–100 cm, and the x-ray energy is between 15 and 60 keV, depending on the size and the composition of the sample features of interest. Figure 9 shows the projection image of a Foraminifera shell in phase contrast mode at 25-cm distance in a 25-keV beam. The image is flat-field corrected to eliminate beam-related artifacts, which are due to imperfections in the optical el-

![Fig. 9. Imaging of a Foraminifera shell at 25 keV in phase contrast (distance to the detector: 10 cm).](image-url)
elements and windows in the x-ray beam. The edge-enhancing effect in phase contrast mode is clearly seen at the chamber divisions. The field of view is $600 \mu m \times 600 \mu m$, and the exposure time at a bending-magnet beamline was $20 \text{s}$. Phase contrast imaging can easily be combined with computed tomography to give three-dimensional information about an object. For this a set of images of different angles of view of the object has to be taken. For the reconstructed cross sections of a knee of an insect (Fig. 10), 500 phase contrast images were taken over an angular range of $180^\circ$. The total recording time (including the time to save the images to disks) was approximately three hours. The projections were processed by a standard tomographic filtered backprojection algorithm.

Further applications for such a detector system are seen in high-energy x-ray holography, topography, and time-resolved imaging. These techniques seem to have promising applications in, for example, the study of liquid–air interfaces, which are of fundamental importance in soil science. This detector system should prove useful in various applications in materials science, medicine, and biology, where two- and three-dimensional information or time-resolved measurements are sought at $1\mu m$ spatial resolution.

6. DISCUSSION

The spatial resolution of the detector is characterized in two ways. One method measures the detector response to a wide spatial-frequency spectrum (B fiber), and the other method measures the response to a slit. From both measurements the LSF curves are calculated and found to be in close agreement with each other, that is, $0.8 \mu m \text{ fwhm}$ for the B fiber and $1.1 \mu m \text{ fwhm}$ for the slit. What may be responsible for the difference in these results are some parameters of the experimental conditions that have been difficult to control. These parameters are the slit-to-scintillator distance, the slit profile, mechanical instabilities, and electrical interference. The geometrical slit profile is well known, but its transmission profile under x-ray exposure is not. A rectangular function is assumed; however, the edges of the slit are partially transparent to x rays. We reduced the influence on the image quality by vibrations from the flow of cooling water through the CCD camera and by electrical pickup from the power supplies of stepper motors. The deviations between our measurements and the theoretical predictions ($0.6 \mu m \text{ fwhm}$ of the LSF) may also be due to these reasons. The remaining spherical aberrations by the substrate of the scintillator are a further potential cause for loss in resolution. We reduced the demand on the precision of alignment by thinning the substrate of our scintillator from 1 mm to $170 \mu m$. A thinner scintillator requires a less precise compensation for spherical aberrations.

The total internal reflected light is another issue of concern. The light trapped in the scintillator represents $86\% (n = 2)$ of the total amount of light produced. Ideally, it escapes to the end walls. The surface of the scintillator that was used, however, is not polished. Even though it was grown onto a polished substrate, surface inhomogeneities are visible. These inhomogeneities may couple total internal reflected light out, so that it contrib-
utes to tails in the LSF. The drop of the measured MTF at low spatial frequencies (Fig. 7) may have its cause in this effect. A reduction of tails has been reported for applications of scintillators in cathode-ray tubes. A thin (0.25-μm), index-matched, and light-absorbing layer was deposited onto the scintillator. This layer had to be sufficiently thin to be transparent for electron beams in this application.31 Antireflection coatings have been used to improve light collection efficiency and resolution. The use of immersion liquids between objective and scintillator will also reduce the total internal reflected light.

Tails in the LSF or the PSF also occur as a result of the absorption processes in the scintillator at high x-ray energies as discussed in Subsection 2.A. In Fig. 11 energy deposition profiles at different energies can be compared with the PSF of our optical system. The PSF’s have been calculated from the LSF’s in Fig. 8 by using the Abel transform. The PSF of our detector, measured at 12 keV, is not limited by the energy deposition. For energies greater than 30 keV, the theoretical PSF starts to overlap with the energy deposition profile. This indicates that the resolution of our detector is nearly limited by absorption, at least at low spatial frequencies.

Other parameters remain to be studied. Radiation damage is one of them. Reflecting-light optics are being considered to avoid darkening of the lenses by x rays. Exposure time is another important parameter. High intensities or long exposure times are required for high spatial resolution, since a certain SNR has to be provided per pixel. Exposure time is of prime importance, especially in microtomography, where several hundred images for each tomogram have to be taken to fulfill the sampling theorem.32 Typically, exposure times are of the order of 10 s for the present detector at ESRF undulator beamlines (10¹³ photons s⁻¹ mm⁻² in a monochromatic beam with a relative bandwidth of 10⁻⁴). An increase in x-ray absorption of the scintillator, i.e., DQE of the detector (cf. Table 2), would reduce exposure times accordingly.

7. CONCLUSIONS
X-ray imaging with transparent luminescent screens has been shown to be a successful approach in obtaining submicrometer resolution. The image formation process has been described theoretically. Numerical simulations allow the prediction of the resolution of different optical systems as a function of their NA and the thickness of the scintillator. By exploiting the coherence of the synchrotron beam, we have established a convenient method for testing the spatial resolution.

The present system is close to its theoretical performance in terms of spatial resolution. A possible improvement in resolution by a factor of 2 down to 0.3 μm fwhm of the LSF is predicted by theory. Using scintillators at shorter wavelengths will further enhance resolution. However, an increase in resolution requires a reduction in thickness of the scintillator and hence a reduction in absorption and DQE. The relations between these parameters are given in this paper, and they allow one to optimize a detector system to its specific needs. Beyond approximately 0.3 μm, different detector technologies have to be considered that are not based on x-ray-to-light conversion. But for the desired spatial resolution in the range 0.7–2 μm, the combination of transparent luminescent screens with optical magnification appears to be a good compromise among technical feasibility, DQE, price, and resistance to radiation damage.

APPENDIX A: SPHERICAL ABERRATION OF AN IMAGING SYSTEM BY A PLANE-PARALLEL PLATE
A plane-parallel plate with refractive index n in air, situated between exit pupil and image plane of an optical system, introduces an angle-dependent (β) shift of focus Δz (Ref. 33, p. 310):

\[
\Delta z(\rho) = t \frac{n - 1}{n} + t \frac{n^2 - 1}{2n^3} \sin^2 \beta(\rho)
\]

with \( \tan \beta(\rho) = \frac{a \rho}{r} \),

(A1)

where t is the thickness of the plate, ρ is the normalized radial position of the rays in the exit pupil, a is the radius of the exit pupil, and r is the distance from exit pupil to image of the imaging system. This shift of focus Δz in the image plane is formally equivalent to a wave aberration or phase shift \( \Phi(\rho) \) in the plane of the exit pupil of the following form (Ref. 17, p. 462):

\[
\Phi(\rho) = \frac{1}{2} \left( \frac{a}{r} \right)^2 \Delta z \rho^2 \quad \text{with} \quad \frac{a}{r} = \sin \alpha' = \text{NA}.
\]

(A2)

The angle \( \alpha' \) refers to the angle outside the plate. Introducing relation (A1) into Eq. (A2) and assuming that \( \sin \beta \approx \tan \beta \approx \beta \) give
\[ \Phi(p) = \frac{1}{2} (NA)^2 t \frac{n - 1}{n} \rho^2 + A \rho^4 \]

with \( A = \frac{1}{2} (NA)^2 t \frac{n^2 - 1}{2n} \). (A3)

The second term of this wave aberration function characterizes spherical aberrations. The coefficient \( A \) is the Seidel coefficient for primary spherical aberration for a plane-parallel plate. Equation (A3) is the phase deviation of the pupil function of the optical system. The autocorrelation function of the pupil function is the frequency response function (OTF). Black and Linfoot calculated the OTF for primary spherical aberrations.

Introducing the Seidel coefficient \( A \) [Eq. (A3)] into the formula for the lateral displacement of rays by spherical aberration given by Born and Wolf (Ref. 17, p. 471) reveals the relation for the resolution \( R \) (cf. ray-tracing analysis30):

\[ R \propto \left( \frac{n^2 - 1}{2n^3} \right) (NA)^3. \]

(A4)

ACKNOWLEDGMENTS

We thank C. Ferrero of the European Synchrotron Radiation Facility (ESRF) for the implementation of the Abel transform routine, which was used to calculate the point spread function, A. Schröter of Olympus for his advice on microscope objectives, the members of the microfluorescence, imaging and diffraction (μ-FID) beamline at the ESRF for their support during the experiments, and M. Pecheux (Nice, France) for the Foraminifera samples.

REFERENCES

30. A. Snigirev, I. Snigireva, V. Kohn, and S. Kuznetzov, “On the requirements to the instrumentation for the new generation of the synchrotron radiation sources: beryllium...


